Negative affect is unrelated to fluctuations in hormone levels across the menstrual cycle: Evidence from a multisite observational study across two successive cycles
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ABSTRACT

Background: Female sex hormones may play a crucial role in the occurrence of cycle-related mood disorders. However, the literature is inconsistent and methodologically stringent observational studies on the relationship between sex hormones and negative affect are lacking.

Methods: In this longitudinal multisite study from Hannover, Germany, and Zurich, Switzerland, we examined oestrogen, progesterone, luteinizing hormone (LH), follicle-stimulating hormone (FSH), and testosterone serum levels in association with negative affect as measured with the Positive and Negative Affect Schedule (PANAS). Negative affect and hormone assays were collected at four consecutive time points comprising menstrual, pre-ovulatory, mid-luteal and premenstrual phase across two cycles (n = 87 and n = 67 for the first and second cycles). The Beck Depression Inventory (BDI) was assessed once prior to the first cycle and included as a secondary measure.

Results: Mean negative affect scores did not significantly fluctuate across both cycles and there was in particular no symptom increase premenstrually. No sex hormone consistently related to repeated measures of negative affect across two consecutive cycles. The BDI sum-score assessed at baseline was not related to hormone levels across the first cycle.

Conclusions: This is the first multisite longitudinal study on the association between negative affect and sex hormone levels encompassing two consecutive menstrual cycles. Negative affect did not fluctuate across the cycle and there was no direct and uniform association between sex hormones and self-reported negative affect. These findings suggest that moderators such as personality traits and epigenetics should be considered in future research.

1. Introduction

A commonly purported belief is that fluctuations in sex hormones across the menstrual cycle contribute to women’s emotion processing and experience of negative affect such as irritability, nervousness, anger, depression and anxiety [1–3]. Gender differences in psychopathology, characterised by an increased prevalence of externalising disorders in men and a higher prevalence of internalising disorders in women, originate simultaneously with hormonal changes during childhood/puberty [4]. However, the specific contribution of sex hormones to cycle-related negative affect is largely unknown [3,5]. Severe affective disorders related to the menstrual cycle that may require
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psychiatric treatment include premenstrual syndrome (PMS) and premenstrual dysphoric disorder (PMDD) [5,6]. Both conditions relate by definition to specific menstrual stages, but, most importantly, no consistent pattern emerged with respect to their association with sex hormone levels and hormone fluctuations across the cycle.

1.1. Negative affect related to hormone levels

An increased individual sensitivity to cyclic variations in ovarian hormones has been discussed as a trigger for mood symptoms across the menstrual cycle, but the efficacy of treatments with combined oral contraceptives for PMS/PMDD is inconclusive and at best modest [7–9]; see review by Halbreich [10]. Conversely, mood symptoms disappear in natural or medically induced anovulatory cycles [3]. Though a few small-sample studies reported associations of either oestrogen or progesterone with cycle-related negative affect [11], most studies, including adequately powered analyses with $n > 50$ women, did largely fail to replicate such associations [12–16]; for comprehensive reviews, see [3,5]. In addition to the premenstrual rise of progesterone, the period of the transition to menopause has also been suggested to increase the risk for depression [17]. However, findings are largely inconsistent and inconclusive [18,19], which is in part attributable to methodological biases and inadequate statistical modelling [20]. Accordingly, the literature indicates no clear association between sex hormones and the onset of depression during the transition to menopause [19,21].

1.2. Negative affect related to cycle phases

There is a long history of empirical work focused on mood alterations in healthy reproductive women [15,22,23], but these studies produced inconsistent associations with cycle phases. For instance, it has been shown that some mood symptoms fluctuate across the cycle, but others do not [24,25]. Very recently, a longitudinal study by Kiesner and colleagues [26] suggested that null-associations between menstrual cycle and mood symptoms in healthy women reported in earlier studies (e.g. [15]) could be due to inadequate statistical modelling of within-subject effects. Though the authors found modest variability in within-subject variance, they also reported significantly increased negative affect around menstruation [26]. Another longitudinal study likewise reported slight worsening of mood symptoms premenstrually in healthy women, but these changes were statistically not significant. There was neither an association between mood scores and length of the luteal phase [16]. Because both Harvey et al. [16] and Kiesner et al. [26] aggregated within-subject data from several cycles, here we will focus on two consecutive cycles separately, as fluctuations in negative affect could be variable.

1.3. Methodological issues

Most work aimed at associations between negative affect and sex hormones used dichotomous mood disorder categories. However, negative affect is a dimensional construct and even treatment-relevant disorders such as PMS and PMDD are simply extreme manifestations along this continuum [3]. Because mental disorders and most somatic diseases are dimensional traits rather than discrete taxa by nature [27,28], limiting research to dichotomous disorders with arbitrary diagnostic boundaries severely compromises the yield of psychopathological research and may even undermine the validity of research findings [29–31]. Therefore, in accordance with newly developed dimensional approaches to psychopathology [32,33], it is necessary to study dimensional behavioural phenotypes that cut through arbitrary diagnostic categories [27,29]. In addition, most previous studies relied on small samples of $n < 50$ women. Though it is well established that small-sample studies increase the rate of false-negative findings (i.e. $\beta$-errors), it is less known that these underpowered studies also produce inflated effect sizes and false-positive results (i.e. $\alpha$-errors) [34]. That is, the smaller the sample size, the higher the probability that study results are flawed [34,35]. Observational studies with larger samples are therefore required to provide unbiased findings on associations between menstrual cycle phases, sex hormones, and negative affect.

1.4. The present study

Because exploratory studies are particularly prone to false positives [36], we applied a stringent design that minimises the probability of false-positive findings. Firstly, we propose that statistical modelling should not merely rely on overall associations between negative affect and hormone levels across the cycle, but also specifically consider inter-individual differences in intra-individual change across the cycle [26]. Secondly, significant associations found across a first index cycle should be replicated using data from a second menstrual cycle. And thirdly, associations that replicated across both cycles should not only meet statistical significance, but also demonstrate practical significance, that is, an effect size that is sufficiently large to have implications for clinical practice [37,38]. Because this was an exploratory study at the outset we did not specify hypotheses prior to data analysis. However, data from the second cycle will be used to confirm possible associations explored in the first cycle. To the best of our knowledge, such a rigorous testing involving direct replication has not yet been applied to observational studies focusing on associations between negative affect and hormones. Specifically, we are not aware of any study that linked progesterone, oestrogen, LH, FSH and testosterone to negative affect at four consecutive measurements across two menstrual cycles.

2. Methods

2.1. Procedure and participants

The study was designed as a prospective observational study investigating serial measurements of hormonal and neurocognitive parameters in healthy women and women with endocrine disorders aged 18–40 years in up to two menstrual cycles. During a baseline visit women were interviewed to verify inclusion and exclusion criteria and a physical examination was performed to exclude medical conditions which might influence hormone levels or cognitive performance except for endometriosis, PCOS or hyperprolactinemia. Women were excluded if they were using oral contraceptives, had been pregnant or breastfeeding within the past six months, were using medication or had surgery which might interfere with endocrine parameters, had severe psychiatric or general somatic diseases (such as schizophrenia or cancer), worked irregular shifts, had menstrual or ovulation disorders except those investigated in the study (endometriosis, PCOS and hyperprolactinemia) and if they showed any additional abnormality in hormonal parameters (LH, FSH, estradiol, progesterone, testosterone, prolactin, fasting glucose, fasting insulin, and thyroid stimulating hormone) taken at cycle days 2–5 following the baseline examinations. Current and lifetime somatic and mental disorders were carefully evaluated at baseline examination within an anamnestic clinical interview based on ICD-10 criteria. Specifically, no women met diagnostic criteria for PMS/PMDD, although it is worth noting that some women reported subthreshold premenstrual complaints. Participants who were included in the study were then assessed four times across the menstrual cycle for two consecutive cycles. All hormone assays, questionnaires and other measures were taken at the same points in time (see Fig. 1). For every completed cycle, participants received 600 Swiss Francs (at Zurich study site) or 500 Euros (at Hannover study site). This study followed the guidelines of the World Medical Association Declaration of Helsinki 1964, updated in October 2013, and was conducted after approval by the Swiss and the Hannover Ethics Committee for investigations involving human subjects. All participants provided written informed consent. Women were compensated for their expenditures associated
with study participation. The study has been registered in clin.trial.gov (NCT02098668).

Data were collected from 87 menstruating women. Of those women, 58 presented no endocrinological pathology, 12 were diagnosed with endometriosis, 16 with polycystic ovary syndrome (PCOS) and one woman with hyperprolactinemia. Also, 12 women presented with obesity (defined as BMI > 30.0). Altogether 50 women were recruited in the Department of Psychiatry, Social Psychiatry and Psychotherapy, Medical School Hannover, Germany, and 37 women in the Clinic for Reproductive Endocrinology, University Hospital Zurich, Switzerland. All women with endometriosis, PCOS or hyperprolactinemia were recruited in Zurich. Word of mouth, direct invitation of eligible women in the consultations of the Clinic for Reproductive Endocrinology, University hospital Zurich, Switzerland and by gynecologists specialized in gynecological endocrinology as well as advertisement on the hospital and university boards were used for recruitment. A total of 67 women were re-assessed during a second menstrual cycle (Hannover: n = 47; Zurich: n = 20). The mean age at baseline visit was 30.2 years (SD = 5.5) and ranged from 20 to 40 years. The mean BMI was 25.0 (SD = 5.4) and ranged from 17.7 to 45.7. A total of n = 31 participants (35.6%) were married, n = 27 (31.0%) had children, and n = 27 (31.0%) had a university degree.

2.2. Hormone measurements and assays

For each woman with a cycle length of 28 ± 4 days a series of 8 measurements of hormonal parameters was scheduled at predefined days of the cycle (at cycle days 4, 7, 9 or 10, 12, 13, 17, 21, 28). At the first measurement on cycle days 2–5 a first transvaginal ultrasound was performed to exclude any cysts interfering with the menstrual cycle. A second ultrasound was performed around cycle day 11 to measure follicular development in order to place the pre-ovulatory measurement as precise as possible. When no dominant follicle could be demonstrated in the second ultrasound control additional measurements were performed in 4–5 day intervals until follicular development could be confirmed or cycle day 30 was reached. Ovulation tests based on urine LH measurements (Eval Ovulations test Midstream, Inopharm GmbH, Muri, Switzerland and Clearblue digital Ovulations test, SPD Swiss Precision Diagnostics GmbH, Geneva, Switzerland) were used to confirm the day of ovulation. These tests were started either 5 days prior to the earliest ovulation based on the previous 6 cycles or when a 14 mm follicle was seen through transvaginal ultrasound. At each visit blood samples were collected for hormonal assessment between 7.00 and 10.00 am. At four time points, i.e. cycle days 2–5 (menstrual), pre-ovulatory, mid-luteal and premenstrual, the participants took neuropsychological tests and completed various questionnaires in addition to blood sampling.

In Hannover blood samples were initially frozen at −30 °C and then stored at −80 °C after few days. In Zurich blood samples were sent to the laboratory immediately after the sample was collected in the morning. To avoid bias due to different laboratory procedures and measurement methods, all samples were analyzed by the laboratory in Zürich. Estradiol was measured using electrochemiluminescence immunosasssays ECLA (Elecsys® Estradiol II) based on polyclonal antibody (Roche Diagnostics GmbH, Penzberg, Germany) with a functional assay sensitivity of 44 pmol/L and a coefficient of variation (CV%) of < 10%. From January 15th 2015, the ECLA (Elecsys® Estradiol III) based on monoclonal antibody (Roche Diagnostics GmbH, Penzberg, Germany) with a functional assay sensitivity to 91.8 pmol/L (25 pg/mL) and CV% to < 3.36% was applied. The measurement of LH, FSH, progesterone, testosterone, TSH, and prolactin were performed using electrochemiluminescence immunoassays (ECLIA) applied on Cobas e-602 immunoassay autoanalyzer (Roche Diagnostics GmbH, Penzberg, Germany). The functional analytical assay sensitivity for LH, FSH, progesterone, testosterone, TSH, and prolactin were < 2.2, 2.1, 5.1, 3.9, 2.5, and 1.3 respectively. All analyses described in this section were performed at the Institute of Clinical Chemistry, University Hospital Zurich. For all methods, external quality controls were carried out at regular intervals by the society for promoting quality assurance in medical laboratories (INSTAND, Duesseldorf, Germany) and Reference Institute for Bioanalytics (RfB, Bonn, Germany).

2.3. Measures of negative affect

Negative affect was measured with the respective subscale of the Positive and Negative Affect Schedule (PANAS) [39]. That scale measures negative affect based on 5 items rated on a five-point Likert scale ranging from 1 “not at all” to 5 “very severe”. Both the original scale [39] and the German adaptation applied in the present study [40] demonstrated good validity and reliability. In the present study the internal consistency of the negative affect subscale was good (Cronbach’s α = 0.84). The PANAS was applied at four consecutive time points across the cycle concurrently with the hormone assays, that is, at menstrual (t1), pre-ovulatory (t2), mid-luteal (t3) and premenstrual (t4) phase. Finally, self-reported depression was assessed with the Beck Depression Inventory (BDI) [41], which has shown excellent psychometric properties [42] and which is the most widely applied self-report measure for depression worldwide. The sum-score of the BDI has a
possible range from 0 "no depressive symptoms at all" to 63 "extremely severe depression". Scores between 11 and 17 are considered mild to moderate depression and scores of 18 and higher as clinically relevant depression. In the present study the internal consistency of the sum-score was good (Cronbach’s α = 0.84). The BDI was applied only once prior to the first cycle. In the present study the BDI was therefore used as a secondary measure.

2.4. Statistical analysis

The associations between repeated measures of PANAS negative affect and hormone levels were estimated using generalized estimating equations (GEE). These statistical models were introduced to fit regression analyses that account for within-subject correlation, which is an inherent part of longitudinal studies that rely on repeated outcome measures [43]. GEE are considered state of the art for longitudinal data analysis and superior to repeated measures ANOVA due to their psychometric properties [44,45]. GEE use all available data and impute missing values under the assumption of Missing Completely at Random (MCAR). Repeated measures of PANAS negative affect scores were successively entered as the outcome variables and the hormone measures separately as predictor variables. Because these measures were half-normally distributed, we fitted all models with inverse-Gauss (Wald) distribution and log link-function. The within-subject covariance was specified with the "unstructured" correlation type to avoid having any constraints on the covariance structure and a robust sandwich estimator was used to reduce the effects of outliers and influential observations. Because GEE pool together between-subject and within-subject effects, which limits the interpretation of results, we additionally computed a longitudinal intra-individual change model [46]. In such a model, only within-subject effects are considered by including relative change values between consecutive measurements of both the outcome variable and the predictor variable instead of absolute values for each time-point. Following Twisk [46], in these change models the covariance structure was specified as “independent”. Moreover, because change scores were approximately normally distributed, we fitted these models with normal distribution and identity link-function. Finally, because the BDI was assessed only once prior to the first cycle, we used this measure as an independent variable (predictor) and entered the hormone measures successively as the outcome (dependent variables). We fitted these models also with normal distributions and identity link-functions. Due to multiple testing (negative affect was successively regressed on 5 different hormones), we set the level of statistical significance at Bonferroni-corrected α = 0.01. All analyses were performed with SPSS 24 for Windows.

3. Results

Range, mean and standard deviation of all serum hormone levels are given in the Supplementary Table 1. A total of n = 4 and n = 3 women, respectively, had an anovulatory cycle at first and second menstrual cycle. Excluding these women did not alter the results reported below; therefore they were included in the analysis. Mean PANAS negative affect scores across cycles 1 and 2 are shown in Table 1. PANAS negative affect has a possible range from 1 to 5 and in the present study scores ranged from 1.0 to 4.2 (cycle 1) and from 1.0 to 3.9 (cycle 2). The estimated marginal means (95%-CI) across cycles 1 and 2, respectively, were 1.61 (1.51–1.72) and 1.51 (1.41–1.63). Mean scores at specific cycle phases remained highly stable across both cycles, with the largest standardized mean differences being very small (for cycles 1 and 2, respectively: Cohen’s d < 0.11 and d < 0.26). In addition, there was no consistent pattern across cycles. While in cycle 1 mean scores remained almost perfectly stable, in cycle 2 they appeared to slightly decrease over the course of the cycle, though, noteworthy, that decline was marginally small and the sequentially Bonferroni-corrected linear polynomial contrast was statistically not significant (p = 0.262).

<table>
<thead>
<tr>
<th>Measurement occasion</th>
<th>Model effect</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 T2</td>
<td>Mean (SE)</td>
<td>T2 thru T3</td>
</tr>
<tr>
<td>Cycle 1 (n = 87)</td>
<td>0.01 (0.05)</td>
<td>0.02 (0.06)</td>
</tr>
<tr>
<td>Cycle 2 (n = 67)</td>
<td>−0.08 (0.06)</td>
<td>−0.07 (0.06)</td>
</tr>
</tbody>
</table>

Note: T1: menstrual phase; T2: pre-ovulatory phase; T3: mid-luteal phase; T4: premenstrual phase.

Table 1
PANAS negative affect scores across two menstrual cycles.

In accordance with this evidence for overall stability across the cycle, intra-individual change remained almost unaltered across cycle 1 and substantially stable across cycle 2 (see Table 2). Again no statistically significant effects emerged. Adjusting the association between cycle phase and negative affect for obesity, endometriosis or PCOS did not alter the results. In addition, running the analyses for women with endocrinological disorders (including women with endometriosis, PCOS and hyperprolactinemia) separately did not produce divergent findings.

With respect to overall associations between PANAS negative affect and hormone levels across the cycle (between- and within-subject effects combined), no single effect reached statistical significance at Bonferroni corrected α = 0.01 (see Table 3). Adjusting for obesity and endocrinological disorders revealed that women with endometriosis had significantly higher overall mean scores in oestrogen, progesterone, LH and testosterone, but these effects did not alter the association between sex hormones and negative affect at specific cycle phases. In other words, the null-association between hormone levels and negative affect held when the significant main effect of endometriosis was statistically controlled for. With respect to associations between change scores (within-subject effects only) we found one significant association between change in PANAS negative affect and change in FSH from pre-ovulatory to mid-luteal phase (T2 thru T3) during the first cycle (see Table 4). That association corresponds to a medium effect size of r = −0.30. However, the association between changes in FSH and negative affect did not remain statistically significant at Bonferroni-corrected significance level of α = 0.01 when adjusted for obesity (positive association with FSH) and endocrinological disorders (effect size: r = −0.24, p = 0.035). Moreover, that unadjusted association did not replicate at Bonferroni-corrected significance level of α = 0.01 in the second cycle (r = −0.16, p = 0.199; small effect).

Finally, we also regressed all repeated sex hormone levels on BDI scores obtained during baseline visit prior to the first cycle. In the present study the BDI ranged from 0 to 28 (mean = 5.01; SD = 5.00). According to established cut-offs, 9 women had mild to moderate depression and 2 had clinically relevant depression. BDI scores did not
relate statistically significantly to hormone fluctuations across cycle 1. The effect sizes expressed as correlation coefficients were as follows. For oestrogen $r = 0.04$ ($p = 0.698$); for progesterone $r = -0.02$ ($p = 0.882$); for LH $r = 0.19$ ($p = 0.082$); for FSH $r = 0.02$ ($p = 0.871$); and for testosterone $r = 0.07$ ($p = 0.489$). That is, effect sizes were small (refers to LH) or close to zero (all other hormones), demonstrating that differences in BDI scores at baseline did not relate to variance in hormone levels across the first cycle.

### 4. Discussion

This study was designed to explore the association between sex hormones and negative affect across the menstrual cycle. Hormones, in particular oestrogen and progesterone, may be crucial in the aetiology-pathology of cycle-related mood disturbances, though the exact role that they play in the occurrence of negative affect and related disorders such as PMS and PMDD is mostly unclear [1–3]. In accord with some findings (e.g. [15]), but in contrast with others (e.g. [26]), we did not find that negative affect was increased premenstrually. As for associations with hormone levels, in the present study we found only one statistically significant effect during the first cycle, specifically, a significant negative association between changes in FSH and negative affect from pre-ovulatory to mid-luteal phase (within-subject effect).

That association was of medium effect size ($r = -0.30, p < 0.01$), but did not replicate when adjusted for endocrinological disorders in the first cycle as well as unadjusted in the second cycle ($r = -0.16, p = 0.199$). With respect to the most researched sex hormones, that is, oestrogen and progesterone, we found no association with negative affect as assessed with the PANAS. Self-reported depression as obtained with the BDI prior to the first cycle did neither relate to hormone levels across the first cycle. Further note that this lack of statistically significant associations was not merely due to lack of power, as estimated effect sizes were marginally small and the achieved power to detect a medium effect size in the first cycle was $>0.80$ even at Bonferroni-corrected significance level of $\alpha = 0.01$. Altogether these findings have important scientific and practical implications, as we will discuss in detail below.

The literature on fluctuations of mood symptoms across the cycle is largely inconsistent in women not using hormonal contraceptives [15,16,23–26]. Unfortunately, most of these studies, specifically [15,23–25], used small samples of women not taking hormonal contraceptives (all $n < 45$). As such underpowered studies are prone to inflated effect sizes and both false-positive and false-negative results [34], it remains open to debate whether negative affect fluctuates across the cycle. According to our data, based on two consecutive menstrual cycles and both within- and between-subject effects, an aggregate measure of mood symptoms comprising among others irritability, distress and nervousness remains highly stable across the cycle. In particular, there was no symptom increase premenstrually, suggesting that in women with and without endocrinological disorders, mood symptoms are not related to specific cycle phases.

The negative findings for oestrogen and progesterone found in the present study correspond with the null-results reported in various observational studies [12,14–16] as well as in randomised controlled trials [7,8,10,47] and suggest that a direct and uniform association across the cycle phases.

## Table 3

Associations between PANAS negative affect scores and hormone levels across two menstrual cycles.

<table>
<thead>
<tr>
<th>Hormones</th>
<th>Cycle 1 (n = 87)</th>
<th>Cycle 2 (n = 67)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T2</td>
</tr>
<tr>
<td></td>
<td>B (SE)</td>
<td>B (SE)</td>
</tr>
<tr>
<td>Oestrogen</td>
<td>$-0.02$ (0.05)</td>
<td>$-0.02$ (0.04)</td>
</tr>
<tr>
<td>Progesterone</td>
<td>$0.05$ (0.04)</td>
<td>$0.05$ (0.04)</td>
</tr>
<tr>
<td>LH</td>
<td>$0.00$ (0.04)</td>
<td>$0.00$ (0.04)</td>
</tr>
<tr>
<td>FSH</td>
<td>$0.01$ (0.06)</td>
<td>$0.01$ (0.05)</td>
</tr>
<tr>
<td>Testosterone</td>
<td>$0.07$ (0.04)</td>
<td>$0.07$ (0.03)</td>
</tr>
<tr>
<td></td>
<td>$-0.02$ (0.05)</td>
<td>$-0.02$ (0.03)</td>
</tr>
<tr>
<td></td>
<td>$0.00$ (0.02)</td>
<td>$0.00$ (0.02)</td>
</tr>
<tr>
<td></td>
<td>$0.02$ (0.03)</td>
<td>$0.02$ (0.03)</td>
</tr>
<tr>
<td></td>
<td>$0.03$ (0.03)</td>
<td>$0.03$ (0.03)</td>
</tr>
<tr>
<td></td>
<td>$-0.02$ (0.05)</td>
<td>$-0.02$ (0.05)</td>
</tr>
</tbody>
</table>

## Table 4

Associations between intra-individual changes in PANAS negative affect scores and changes in hormone levels across two menstrual cycles.

<table>
<thead>
<tr>
<th>Hormones</th>
<th>Cycle 1 (n = 87)</th>
<th>Cycle 2 (n = 67)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1 thru T2</td>
<td>T2 thru T3</td>
</tr>
<tr>
<td></td>
<td>B (SE)</td>
<td>B (SE)</td>
</tr>
<tr>
<td>Oestrogen</td>
<td>$-0.02$ (0.05)</td>
<td>$0.05$ (0.07)</td>
</tr>
<tr>
<td>Progesterone</td>
<td>$-0.02$ (0.05)</td>
<td>$0.08$ (0.06)</td>
</tr>
<tr>
<td>LH</td>
<td>$0.05$ (0.05)</td>
<td>$-0.05$ (0.06)</td>
</tr>
<tr>
<td>FSH</td>
<td>$0.01$ (0.06)</td>
<td>$-0.13$ (0.05)</td>
</tr>
<tr>
<td>Testosterone</td>
<td>$0.01$ (0.07)</td>
<td>$0.04$ (0.06)</td>
</tr>
<tr>
<td>Oestrogen</td>
<td>$0.02$ (0.04)</td>
<td>$-0.04$ (0.06)</td>
</tr>
<tr>
<td>Progesterone</td>
<td>$-0.05$ (0.05)</td>
<td>$-0.01$ (0.05)</td>
</tr>
<tr>
<td>LH</td>
<td>$0.00$ (0.04)</td>
<td>$-0.10$ (0.07)</td>
</tr>
<tr>
<td>FSH</td>
<td>$0.05$ (0.03)</td>
<td>$-0.10$ (0.08)</td>
</tr>
<tr>
<td>Testosterone</td>
<td>$0.01$ (0.05)</td>
<td>$-0.06$ (0.04)</td>
</tr>
</tbody>
</table>

Note:
- T1: menstrual phase; T2: pre-ovulatory phase; T3: mid-luteal phase; T4: premenstrual phase.
- *Statistically significant parameter at Bonferroni corrected $\alpha = 0.01$. 

Note:
- T1: menstrual phase; T2: pre-ovulatory phase; T3: mid-luteal phase; T4: premenstrual phase.
- *Statistically significant parameter at Bonferroni corrected $\alpha = 0.01$. 

Note: T1: menstrual phase; T2: pre-ovulatory phase; T3: mid-luteal phase; T4: premenstrual phase.
reviews, see [51,57,58]). Some research has further provided evidence that neuroticism predicts menopausal mood symptoms [20] and premenstrual negative affect ([59,60]; but see also [61]). Future studies on the neuroendocrinological substrates of negative affect, including PMS and PMDD, are therefore advised to account for neuroticism and to target the biological markers underlying this personality trait, which, not incidentally, involve both the stress response system and serotonergic pathways [62,63].

This said we also want to acknowledge the following four major limitations. Firstly, our measures of negative affect relied exclusively on self-report, which may possibly involve some bias. Secondly, though our sample was considerably larger than those commonly applied in neuroendocrinological research, a sample size of n > 100 would be preferable due to the substantial variance in hormone levels at given cycle phases [64]. Thirdly, the data from the second cycle that served as an external validation criterion consisted of a subset of women from the first cycle. Therefore, data from the two cycles were not independent. Fourthly, possible moderators such as neuroticism as well as genetic and neurobiological factors were not considered in this report. In conclusion, and despite these limitations, this work provides evidence that neuroticism predicts menopausal mood symptoms [20] and premenstrual and menstrual experiences, J. Psychosom. Obstet. Gynaecol. 24 (3) (1976) 399–415.

Possible moderators such as neuroticism as well as genetic and neurobiological factors were not considered in this report. In conclusion, and despite these limitations, this work provides evidence that neuroticism predicts menopausal mood symptoms [20] and premenstrual and menstrual experiences, J. Psychosom. Obstet. Gynaecol. 24 (3) (1976) 399–415.

This said we also want to acknowledge the following four major limitations. Firstly, our measures of negative affect relied exclusively on self-report, which may possibly involve some bias. Secondly, though our sample was considerably larger than those commonly applied in neuroendocrinological research, a sample size of n > 100 would be preferable due to the substantial variance in hormone levels at given cycle phases [64]. Thirdly, the data from the second cycle that served as an external validation criterion consisted of a subset of women from the first cycle. Therefore, data from the two cycles were not independent. Fourthly, possible moderators such as neuroticism as well as genetic and neurobiological factors were not considered in this report. In conclusion, and despite these limitations, this work provides evidence that neuroticism predicts menopausal mood symptoms [20] and premenstrual and menstrual experiences, J. Psychosom. Obstet. Gynaecol. 24 (3) (1976) 399–415.
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